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Abstract 
 

This paper proposes a soft target discriminative 
learning method for posterior pseudo-probabilities based 
classification. The empirical loss is measured based on 
two soft targets which are corresponding with positive 
samples and negative samples of the class. The learning 
objective is to minimize empirical loss and maximize the 
difference between two soft targets. Consequently, we 
obtain unknown parameters in posterior pseudo-
probabilities based classifiers by optimizing the objective 
using the gradient descent algorithm. We apply the 
proposed soft target method to handwritten digit 
recognition. Experimental results on MNIST database 
show the effectiveness of our method. 
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1. Introduction 
Posterior pseudo-probability is a new tool in Bayesian 

classification, which has been successfully applied to text 
extraction, image retrieval, and digit recognition [1-4]. The 
original approach to learning posterior pseudo-probability 
based classifiers is called Max-Min posterior Pseudo-
probabilities (MMP). In the MMP, the posterior pseudo-
probabilities of each class for its positive samples are 
maximized towards 1, while those for its negative samples 
are minimized towards 0. However, it is nearly impossible 
to reach hard targets of 0 and 1. Furthermore, using hard 
targets risks overfitting the training samples. Recently, soft 
target or soft margin based learning methods have received 
a lot of interests in the community of machine learning. 

Previous works show that soft target learning methods 
provide better generalization performance [5-9]. 

In this paper, we propose a novel soft target learning 
method of posterior pseudo-probabilities based classifiers. 
Two posterior pseudo-probabilities of each class for its 
positive samples and its negative samples are introduced as 
soft targets and used to measure the empirical loss. 
Accordingly, we obtain the values of soft targets and the 
optimal parameters in the posterior pseudo-probability 
measure functions of the classes through minimizing the 
empirical loss and maximizing the difference between two 
soft targets. The corresponding objective function is 
designed and solved by the gradient descent algorithm.  

We applied the proposed soft target learning method to 
handwritten digit recognition. The experiments were 
conducted on MNIST database. Using the gradient 
direction features [10], we achieved the recognition rates 
of 99.52% and 98.99% on the training set and the test set, 
respectively. The results are better than those from 
baseline MMP learning algorithm. Furthermore, the soft 
target learning method is much faster than the MMP 
learning algorithm since the samples with zero 
classification loss are excluded from the learning process. 
Interestingly, the soft targets learned from the training data 
seem to be useful for measuring separability between 
classes. For the class which is distinctly distinguished from 
other classes, such as digit 0, the difference between the 
two soft targets is large. Oppositely, it is small for the class 
which is easy to be confused with some other classes, such 
as digit 8. 

The rest of this paper is organized as follows. Section 2 
briefly introduces the posterior pseudo-probabilities based 
classification approach. Section 3 presents the proposed 
soft target learning method. Section 4 discusses the 
application of the proposed method to handwritten digit 
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recognition and the corresponding experimental results. 
We conclude in Section 5. 

2. Posterior pseudo-probabilities based 
classification 

Here we briefly introduce the posterior pseudo-
probabilities based classification approach. The reader is 
referred to our paper for more details [1].  

Let x  be the feature vector,  be the -th class, iC i
( iCp x )  be the class-conditional probability density 

function, then the posterior pseudo-probability of being 
 for iC x  is computed as 

( )( ) (( ii CpCpf xx λ−−= exp1 )) ,            (1) 

where λ  is a positive number. (( iCpf x ))  is a smooth, 

monotonically increasing function of ( iCp x ) . When 

( ) 0=iCp x ， ( )( ) 0=iCpf x , and when 

( ) +∞=iCp x ， ( )( ) 1=iCpf x . We introduce and 

use (( iCpf x ))  to imitate the posterior probability. 

For any input pattern, we compute the corresponding 
posterior pseudo-probabilities of all the classes under 
consideration. Then the input pattern is classified as the 
class  with the maximum posterior pseudo-probability, 
i.e. 

*C

( )( )iC
CpfC

i

xmaxarg* = .                     (2) 

3. Soft Target Learning 
3.1. Soft target posterior pseudo-probabilities 

The posterior pseudo-probability takes values in [ ]1,0 . 
We expect that the posterior pseudo-probabilities of a class 
for all its positive samples are measured as 1, while those 
for all its negative samples are measured as 0. However, it 
is nearly impossible to reach hard target values of 0 and 1. 
So we introduce two soft target values of posterior pseudo-
probabilities for positive samples and negative samples of 
each class. Suppose they are H

)
 and H  in the following 

description. Fig. 1 illustrates two soft target values through 
an example, where white dots and black dots denote 
posterior pseudo-probabilities for the positive samples and 
the negative samples of a class, respectively. In Fig. 1，  
is the difference between two soft targets 
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H
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d

 

Figure 1. Illustration of soft target posterior pseudo-
probabilities. 

3.2. Empirical loss and Objective function 

Let  and x̂ x  be the feature vector of arbitrary 
positive and negative sample of the -th class, respectively. 
Based on soft targets described above, the empirical loss 
on positive samples and negative samples of the i -th class 
are respectively measured as 
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In Eq. 4-5, Λ  denote the unknown parameters in the 
empirical loss measure function, including H

)
, H , and 

those in ( )( )
i

Cpf x . 

Let  and n  be the number of positive samples and 
negative samples of the i -th class in the training set. Then 
the total empirical loss 

m

( )ΛL  for the -th class is defined 
as 
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Besides the empirical loss, the difference between two 
soft targets is also important for the performance of 
classifiers. Even zero empirical loss is meaningless if the 
difference between two soft targets is small or even 
negative. Therefore, the objective of our soft target 
learning method is to minimize the empirical loss and 
maximize the difference between H

)
 and H . Let ω  be 

the weight to control the tradeoff between the empirical 
loss and the difference between two soft targets, then the 
objective function for learning parameters is designed as 

( ) ( ) ΛΛ LdF )1(1 2 ωω −+−= ( )            (7) 
Consequently, we can obtain the optimum parameter set 

 by minimizing ∗Λ ( )ΛF : 

( )ΛΛ
Λ

Fminarg=∗ .                    (8) 



  
 
3.3. Optimization Methods 

The optimum parameter set is searched by minimizing 
Eq. 6 through the gradient descent algorithm. In fact, the 
following iterative equation is used to update the 
parameters: 

( )tttt F ΛΛΛ ∇−=+ α1 ,                      (9) 

where  and tΛ tα  are the parameter set and the step size 

in the t -th iteration respectively，  is the partial 

derivatives of  with respect to the parameters in .   

( )tF Λ∇
( )ΛF tΛ

According to Eq. 9, the soft target learning algorithm 
for each class is described as follows. The whole 
procedure of the soft target learning is to perform this 
algorithm for all the classes under consideration. 

Step1. Compute the partial derivative of ( )ΛF  with 
respect to each parameter, where all positive 
samples and negative samples of the class are 
involved.  

Step2. Compute the step size tα  as 

( ) maxmax0 tttt −= αα , where  is the 
preset maximum number of iterations. 

maxt

Step3. Update the parameters using Eq. 9. 
Step4. Repeat Step 1-3 until convergence or  is 

reached. Let 
maxt

ε  be an infinitesimal, the 
convergence condition is  

                  ( ) ( ) ε≤− +1tt FF ΛΛ . 

4. Handwritten digit recognition based on 
soft target learning 

4.1. Digit modeling and learning 
We apply the proposed soft target learning method to 

handwritten digit recognition. The gradient direction 
features are extracted from the original gray-scale images 
and used to represent digits in the experiments [10]. In this 
paper, the original 200-D feature vector is transformed into 
50-D using the Principal Component Analysis (PCA) 
method. 

In this work, the feature vectors extracted from the 
instances of each digit class is assumed to be of Gaussian 
mixture model (GMM). Let  be the number of Gaussian 
components in the GMM, , , and  respectively 
be the weight, the mean, and the covariance matrix of the 

-th Gaussian component, , then we have 

k
kw kμ kΣ
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kΣ  is further assumed to be diagonal for simplicity, i.e., 

[ ]50
1=

=
jkjσkΣ .  

By substituting Eq. 10 into Eq. 1, we get the 
corresponding digit classification algorithm based on 
posterior pseudo-probabilities. Under soft target learning 
scheme described in Section 3, the unknown parameter set 
in the process of learning classifiers is                           

                KkHHw kkk ,,1},,ˆ,,,,{ L== ΣμΛ λ .      (12) 
In Eq. 12 some parameters must satisfy certain constraints, 
which are transformed to unconstrained domain for easier 
implementation. The constraints and transformation of 
parameters are listed as follows. 

1) , 1ˆ0 << HQ
11
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4) 0>λQ , λλλλ ln~:~
=→∴  

5) 0>kjσQ , kjkjkjkj σσσσ ln~:~ =→∴ . 

To sum up, the unknown parameter set after 
transformation is 

Kkhhw kkk ,,1},,,~,,~,~{~
21 L== ΣμΛ λ     (13) 

Accordingly, we use soft target learning method to 
estimate these parameters and transform them into the 
original ones. After training, the input pattern is classified 
according to Eq. 2. 

The partial derivatives of  with respect to the 

parameters in 

( )ΛF
Λ~  are provided in Appendix. 

4.2. Experimental results 
We conducted the experiment of handwritten digit 

recognition on the MNIST database [11], which includes 
60000 training samples and 10000 test samples. 

Since automatic determination of the number of 
components in the GMM is an open problem, we set it to 
10 through experiments. At first, we used the Expectation-
Maximization (EM) algorithm on positive samples to get 
the Maximum Likelihood Estimation (MLE) of parameters 
in the GMM and set λ  through experiments. 

Then the MMP learning method and the soft target 
learning method were respectively used on all the samples 
including positive samples and negative samples to revise 



  
 
the initial parameters obtained by the EM algorithm. In the 
soft target learning, the H

)
 and H  for the i -th class are 

initialized as 
                ( )([ iCpfMinH x

Xx
ˆ

ˆˆ∈
= )])

                      (14) 

and 
( )([ iCpfMaxH x

Xx∈
= )],                     (15) 

where X̂  and X  are the sets of positive samples and 
negative samples of the i -th class.   

It should be noted that in all the experiments, the value 
of 0.05 is assigned to ω  in Eq. 7.  

Using each of three sets of estimated parameters by the 
EM algorithm, the MMP algorithm, and the soft target 
algorithm, closed and open tests of posterior pseudo-
probabilities based handwritten digit recognition were 
implemented. The same experiments were also conducted 
by using Multi-Layer Percetron (MLP) with back-
propagation (BP) learning algorithm.  

The recognition rates achieved by four methods are 
listed in Table 1, where “Train” and “Test” respectively 
denote recognition rates on training set and test set. The 
generalization ability of learning algorithm is indicated by 
the ratio of the recognition rate on the test set to that on the 
training set, which is denoted as “Test / Train” in Table 1. 
Obviously, the more value of the ratio is, the better 
generalization is. Compared with the EM algorithm, the 
soft target learning brings 79.49% reduction in error rate 
for the training data, and 57.56% reduction in error rate for 
the test data. Compared with the MMP algorithm, the soft 
target learning brings 18.64% reduction in error rate for 
the training data, and 20.47% reduction in error rate for the 
test data. Compared with the MLP, the posterior pseudo-
probability based classifier with the soft target learning 
algorithm brings 21.31% reduction in error rate for the 
training data, and 34.84% reduction in error rate for the 
test data. Moreover, these results in the Table 1 also show 
that the soft target algorithm has better generalization 
ability than the MMP algorithm and the MLP. 

Table 1. Performance comparison of EM algorithm, 
MMP algorithm, soft target algorithm, and MLP. 

Learning 
algorithms Train(%) Test(%) Test / Train

EM 97.66 97.62 0.9995 

MLP 99.39 98.45 0.9905 

MMP 99.41 98.73 0.9931 

Soft Target 99.52 98.99 0.9947 

 

In the experiments, we also recorded the estimated soft 
targets and corresponding numbers of training samples for 
which the empirical loss is non-zero. The results are listed 
in Table 2, where r  denote corresponding numbers of 
training samples for which the empirical loss is non-zero. 
As shown in Table 2, r  is much smaller than the number 
of all training samples. So the learning speed can be 
improved by using soft target learning. Furthermore, it 
seems that the difference between two soft targets is useful 
for measuring the separabiltiy between classes. If a digit 
class is distinctly distinguished from other digit classes, the 
difference between H

)
 and H  is large, such as the case 

corresponding with digit 0. Oppositely, it is small for the 
digit class which is easy to be confused with other digit 
classes, such as the case corresponding with digit 8. We 
will investigate this interesting feature in the future. 

Table 2. The values of two soft targets, the difference 
between two soft targets and the number of training 
samples with non-zero classification loss after soft 
target learning for each digit class. 

Classes H
)

 H  d  r  
0 0.61 0.15 0.46 1561 
1 0.57 0.21 0.36 1794 
2 0.57 0.30 0.27 2260 
3 0.58 0.27 0.31 2290 
4 0.58 0.27 0.31 2268 
5 0.54 0.29 0.25 2280 
6 0.60 0.25 0.35 1601 
7 0.57 0.32 0.25 2562 
8 0.56 0.33 0.23 2750 
9 0.56 0.31 0.25 2037 

 

5. Conclusions 
In this paper, a novel soft target method has been 

proposed to learn posterior pseudo-probabilities based 
classifiers. Our main contribution is the learning objective 
function which is designed on two soft targets 
corresponding with positive samples and negative samples 
of each class. We try to minimize the empirical loss 
measured based on two soft targets and maximize the 
difference between two soft targets. In this way, the 
unknown parameters in the posterior pseudo-probability 
measure function of each class and the values of two soft 
targets are estimated from the training data.  

We apply the proposed soft target learning method to 
handwritten digit recognition. The experiments were 
conducted on MNIST database. Compared with the 
Maximum Likelihood Estimation (MLE) of parameters, 



  
 
the soft target learning brings 79.49% reduction in error 
rate on the training set and 57.56% reduction in error rate 
on the test set. Compared with the original MMP learning 
approach to posterior pseudo-probability based classifiers, 
the soft target learning brings 18.64% reduction in error 
rate on the training set and 20.47% reduction in the error 
rate on the test set. Compared with the Multi-Layer 
Perception (MLP), the posterior pseudo-probability based 
classifier with soft target learning algorithm brings 21.31% 
reduction in error rate on the training set and 34.84% 
reduction in the error rate on the test set. Furthermore, an 
interesting feature of soft targets was observed in the 
experiments. It seems that the soft targets after training 
reflect the seperability between the classes. The difference 
between two soft targets for the class which is distinctly 
distinguished from other classes is larger than that for the 
class which is easy to be confused with other classes. We 
will investigate this interesting feature in the future work. 

Appendix 
This appendix provides the partial derivatives of Eq. 7 

with respect to the parameters in it, where ( )kkN Σμx ,  

is simplified as ,  is the sequence number of the 
component in the GMM, 

)(xkN k
j  is the sequence number of the 

element in the 50-D directional feature vector: 
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In Eq. 18-21, 
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