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Abstract

This paper proposes a recognition based approach to
handwritten numeral string segmentation. We consider two
classes: numeral strings segmented correctly or not. The
feature vectors containing recognition information for nu-
meral strings segmented correctly are assumed to be of the
distribution of Gaussian mixture model (GMM). Based on
this modeling, the recognition based segmentation is solved
under the Max-Min posterior Pseudo-probabilities (MMP)
framework of learning Bayesian classifiers. In the train-
ing phase, we use the MMP method to learn a posterior
pseudo-probability measure function from positive samples
and negative samples of numeral strings segmented cor-
rectly. In the process of recognition based segmentation,
we generate all possible candidate segmentations of an in-
put string through contour and profile analysis, and then
compute the posterior pseudo-probabilities of being the nu-
meral string segmented correctly for all the candidate seg-
mentations. The candidate segmentation with the maximum
posterior pseudo-probability is taken as the final result. The
effectiveness of our approach is demonstrated by the exper-
iments of numeral string segmentation and recognition on
the NIST SD19 database.

1. Introduction

Character segmentation is a main problem in state-of-
the-art off-line handwriting recognition. The unsatisfactory
results of character segmentation often lead to failures of
character string recognition.

Early methods of character segmentation are free of
recognition, which does not concern the following recog-
nition results [4, 18, 11, 3, 6, 14]. The main drawback of
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recognition-free methods is in their experiential solution to
amphibolous breaking of touching characters. Therefore,
recognition based methods are introduced and developed to
deal with the segmentation of touching characters in recent
years [5, 15, 7, 16, 13, 1, 8, 9, 17]. In recognition based
character segmentation, candidate segmentation hypotheses
are generated firstly using recognition-free methods, then
from which the optimal one is selected based on corre-
sponding recognition information. How to determining the
optimal result in hypotheses is a key problem of recogni-
tion based character segmentation. Several methods have
been presented in previous work to solve this problem, such
as beam search [9], dynamic programming [16], Bayesian
decision [13, 8], HMM based methods [15, 1], etc.

In this paper, we propose a novel recognition based
approach to segmentation of off-line handwritten numeral
strings. The main contribution is the determination
method of the optimal result in candidate segmentations,
which is developed under the Max-Min posterior Pseudo-
probabilities (MMP) framework of learning Bayesian clas-
sifiers [10]. We extract the feature vectors from segmented
and recognized numeral strings. The feature vectors for cor-
rect segmentations are assumed to be of the distribution of
Gaussian mixture model (GMM). A corresponding poste-
rior pseudo-probability measure function is obtained to dis-
criminate correct segmentations from wrong segmentations.
Unknown parameters in the posterior pseudo-probability
measure function are learned from the training data us-
ing the MMP method. After MMP learning of numeral
strings segmented correctly, an input numeral string is seg-
mented and recognized in three steps. Firstly, we employ
contour and profile analysis to generate candidate segmen-
tations. Then a feature vector with recognition informa-
tion is extracted for each candidate segmentation. Finally,
we compute the posterior pseudo-probability of numeral
strings segmented correctly for each candidate segmenta-
tion. The candidate segmentation with the maximum pos-
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terior pseudo-probability is selected as the optimal one. We
conducted the experiments of segmentation and recogni-
tion of off-line handwritten numeral strings on NIST SD19
database. In the length-free test where the number of dig-
its in the string is not been preset, 97.45% and 94.6% cor-
rect rates of segmentation were achieved for 2-digit and 3-
digit strings, respectively. The corresponding results were
97.95% and 95.4% in the length-fixed test where we preset
the numbers of digits in the strings as the true ones. These
results are comparable to those reported previously.

The rest of this paper is organized as follows. Section
2 describes the generation method of candidate segmenta-
tions. Section 3 presents the GMM modeling of numeral
strings segmented correctly and the MMP method of deter-
mining the optimal segmentation. Section 4 discusses the
experimental results. We conclude the paper in Section 5.

2. Generating Candidate Segmentations

In this stage, the numeral string is over-segmented to
generate candidate segmentations in order that the correct
segmentation is guaranteed to be included in these candi-
date segmentations. Our method is a modified version of
Lei et al.’s [8].

Firstly, two kinds of points in the contour of a numeral
string are extracted as candidate segmentation points. We
use contour analysis to extract the points with high curva-
ture in the contour, and employ profile analysis to detect
the points around which the Euclidean distance between top
profile and bottom profile change greatly.

Then we travel the set of candidate segmentation points
to get candidate segmentation lines. For each candidate seg-
mentation point, a corresponding segmentation line is ob-
tained as follows. Let A denote a candidate segmentation
point under consideration. Suppose A is in the top contour.
We compute Euclidean distances between A and all candi-
date segmentation points in the bottom contour. If the least
distance is smaller than some threshold, then the line corre-
sponding with the least distance will be taken as a candidate
segmentation line. Or else, a vertical line passing through A
towards the bottom contour will be taken as a candidate seg-
mentation line. The process above is similar if A is in the
bottom contour. After all candidate segmentation points are
processed in this way, we check the obtained set of candi-
date segmentation lines. If several candidate segmentation
lines are adjacent to each other, only one of them is pre-
served and others are deleted.

Finally, candidate segmentations are generated based on
candidate segmentation lines. Each candidate segmentation
line can be used to cut the string into two parts. So let m be
the number of candidate segmentation lines, then the possi-
ble number of segmented digits is in {1, 2, · · · ,m + 1}. If
the number of digits in the string is known beforehand, let it

(a)                (b)                 (c)                  (d) 

(e)                  (f)                  (g)                  (h)       

Figure 1. The illustration of candidate seg-
mentation generation: (a) a numeral string
image; (b) the top contour and points with
high curvature in it; (c) the bottom contour
and points with high curvature in it; (d) the
top profile; (e) the bottom profile; (f) the
points around which Euclidean distances be-
tween top and bottom profile change greatly;
(g) candidate segmentation lines; (h) the can-
didate segmentation corresponding with (1,
2) numbered in Fig. 1g.

be n, then Cn−1
m candidate segmentations will be generated.

Oppositely, if the number of digits in the string is unknown,
then we must consider all possible numbers of segmented
digits, thus the number of candidate segmentations gener-
ated will be

∑m+1
n=1 Cn−1

m .
In Fig. 1, we take an image of the numeral string ”623”

as an example to illustrate the process of generating candi-
date segmentations.

3. Determining the Optimal Segmentation

The optimal segmentation is selected from the set of can-
didate segmentations generated in Section 2. To solve this
problem, we apply the digit classifier of Chen et al. [2] to
recognize segmented blocks in each candidate segmentation
and design a 5-D feature vector with corresponding recogni-
tion information to represent each candidate segmentation.
The feature vectors for correct segmentations are then as-
sumed to be of the distribution of GMM. A resultant poste-
rior pseudo-probability measure function is obtained to dis-
criminate the correct segmentations from the wrong ones.

3.1 Gaussian Mixture Modeling of Nu-
meral Strings

After segmentation and recognition, a nu-
meral string is represented as a 5-D feature vector
x = {x1, x2, x3, x4, x5}, elements in which are explained
as follows.

1) x1: the average similarity between segmented digits
and corresponding recognition results in the string.
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2) x2: the smallest similarity between segmented digits
and corresponding recognition results in the string.

3) x3: the ratio of the largest height to the smallest height
for segmented blocks in the string.

4) x4: the ratio of the largest width to the smallest width
for segmented blocks in the string.

5) x5:the ratio of the average width of segmented blocks
to the height of the whole string.

Generally speaking, digits segmented correctly are more
similar to corresponding recognition results than digits seg-
mented improperly. Therefore it is reasonable to evaluate
candidate segmentations using similarities between digits
segmented and corresponding recognition results. Here we
consider the average similarity and the smallest similarity
for a numeral string. Furthermore, digits in the string are
usually written in regular size. It is singular to write a digit
in much larger or smaller size than other digits in a string.
Therefore, we use x3, x4, and x5 to evaluate the regularity
of each candidate segmentation.

We assume that x = {x1, x2, x3, x4, x5} for numeral
strings segmented correctly is of the distribution of GMM.
Let C denote the class of numeral strings segmented cor-
rectly, K be the number of components in the GMM,
µk, Σk, and wk be the mean, the covariance matrix, and
the weight of the k-th Gaussian component respectively,∑K

k=1 wk = 1, then we have

p(x|C) =
K∑

k=1

wkN(x|µk,Σk), (1)

where

N(x|µk,Σk)

= (2π)−
5
2 |Σk|− 1

2 exp
(
−1

2
(x − µk)′Σ−1

k (x − µk)
)

,

(2)

For practical computation, Σk is assumed as a diagonal ma-
trix, i.e. Σk = [σkj ]5j=1.

3.2. MMP Based Segmentation Evaluation

Based on the GMM modeling of numeral string seg-
mented correctly, we identify the correct segmentation from
candidate segmentations under the MMP framework of
learning Bayesian classifiers. In this section, the resultant
MMP algorithm of identifying correct segmentation is de-
scribed. The reader is referred to the paper of Liu et al. [10]
for more details of the MMP framework.

Let {xi}m
i=1 be the set of feature vectors extracted from

candidate segmentations, then the corresponding posterior
pseudo-probability measure function is

f(p(xi|C)) = 1 − exp(−λp(xi|C)), (3)

where λ is a positive number. In fact, the value of
f(p(xi|C)) imitate the posterior probability of being cor-
rect segmentation for each candidate segmentation. There-
fore, we select the candidate segmentation with the maxi-
mum posterior pseudo-probability as the optimal result i∗,
i.e.

i∗ = arg max
i∈{1,2,··· ,m}

f(p(xi|C)). (4)

The set of unknown parameters in Eq.3 is

Λ = {λ,wk,µk,Σk}, k = 1, · · · ,K, (5)

Accordingly, the posterior pseudo-probability measure
function can be expressed as f(xi;Λ).

We estimate Λ from the training data using the MMP
learning method. In the MMP learning, the posterior
pseudo-probabilities of the class for its positive samples are
maximized towards 1, while those for its negative samples
are minimized towards 0. In this paper, the class of numeral
strings segmented correctly is under consideration. Correct
segmentations for arbitrary numeral strings are its positive
samples, and wrong segmentations are its negative samples.

Let m and n be the numbers of positive and negative
samples of numeral strings segmented correctly in the train-
ing data, x̂i and x̄j be the feature vector of arbitrary positive
and negative sample, respectively. According to the MMP
learning, the objective function is designed as

F (Λ)

=
n

m + n

m∑
i=1

[f(x̂i;Λ) − 1] +
m

m + n

n∑
j=1

[f(x̄j ;Λ)],

(6)

F (Λ) = 0 means the hundred-percent separability be-
tween correct and wrong segmentation. Consequently, we
can obtain the optimal parameter set Λ∗ by minimizing
F (Λ):

Λ∗ = arg min
Λ

F (Λ). (7)

In this paper, the gradient descent algorithm is employed to
optimize the parameter set Λ∗ according to Eq. 7.

4. Experimental Results

We conducted experiments of numeral string segmenta-
tion and recognition on NIST SD19 database [12], which is
one of the most popular databases in the field of digit recog-
nition. NIST SD19 database contains 3699 forms filled by
different writers, from which we manually collected 2300
two-digit strings and 700 three-digit strings. The digits are
touched with each other in these strings.

300 two-digit strings and 200 three-digit strings were
used for training, and other strings for test. That is to say,
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Figure 2. Examples of numeral strings which
are correctly segmented and recognized.

we have 500 positive samples among which 300 and 200
for two-digit strings and three-digit strings, respectively. As
for negative samples, we performed the over-segmentation
procedure described in Section 2 on training strings, all can-
didate segmentations corresponding with wrong segmenta-
tions were taken as negative samples. In this way, 4025
negative samples, including 1047 for two-digit strings and
2978 for three-digit strings, were obtained. After the train-
ing, we conducted two kinds of experiments on the test set:
length-fixed and length-free. In length-fixed test, the num-
bers of digits in the strings are preset as the true ones. In
length-free test, the numbers of digits in the strings are de-
termined automatically in the segmentation and recognition
process.

In length-free test, we achieved 97.45% and 94.6% cor-
rect rates of segmentation for 2-digit and 3-digit strings, re-
spectively. The better results were obtained in length-fixed
test, where 97.95% and 95.4% correct rates of segmentation
were achieved for 2-digit and 3-digit strings, respectively.
These experimental results are listed in Table 1 where we
also collected and listed the results of similar experiments
reported in previous works.

Fig. 2 shows some of numeral strings which were seg-
mented and recognized correctly in experiments. Fig. 3
shows some examples of wrong segmentation or recogni-
tion. The reasons behind the errors are analyzed in the fol-
lowing: (1) There are distinct differences between widths
of digits in the string, as shown in Fig. 3a; (2) There are
essential segmentation ambiguities which cannot be solved
by even human, as shown in Fig. 3b; (3) The strings are
segmented correctly, but recognized incorrectly, as shown
in Fig. 3d. Based on the analysis above, the performance of
our method could be improved through exploring more ef-
fective features of numeral strings segmented correctly and
using more sophisticated digit classifiers.

5. Conclusions

In this paper, a recognition based approach to numeral
string segmentation has been proposed under the Max-Min
posterior Pseudo-probabilities (MMP) framework of learn-
ing Bayesian classifiers. We extract the feature vectors with
recognition information from numeral strings segmented

(a)                   (b)                (c)            (d) 

Figure 3. Examples of wrong segmentation or
recognition.

and recognized. The feature vectors for numeral strings
segmented correctly are assumed to be of the distribution
of Gaussian mixture model. A corresponding posterior
pseudo-probability measure function is obtained to discrim-
inate correct segmentations from wrong segmentations. Un-
known parameters in the posterior pseudo-probability mea-
sure function are learned from the training data by the MMP
method. For an input image of numeral string, candidate
segmentations are generated firstly according to contour and
profile analysis, then the optimal one with the maximum
posterior pseudo-probability is selected as the final result.

We conducted the experiments of numeral string seg-
mentation and recognition on NIST SD19 database. 97.45%
and 94.6% correct rates of segmentation were achieved re-
spectively for 2-digit and 3-digit strings in length-free test,
and 97.95% and 95.4% respectively for 2-digit and 3-digit
strings in length-fixed test. These results are compara-
ble to those reported in previous works. The analysis on
experimental results reveals that the performance of our
method could be improved through exploring more effec-
tive features of numeral strings segmented correctly and us-
ing more sophisticated digit classifiers in the future.
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