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Abstract. This paper proposes an automatic image annotation method
based on concept-specific image representation and discriminative learn-
ing. Firstly, the concept-specific visual vocabularies are generated by as-
suming that localized features from the images with a specific concept are
of the distribution of Gaussian Mixture Model (GMM). Each component
in the GMM is taken as a visual token of the concept. The visual tokens
of all the concepts are clustered to obtain a universal token set. Secondly,
the image is represented as a concept-specific feature vector by comput-
ing the average posterior probabilities of being each universal visual token
for all the localized features and assigning it to corresponding concept-
specific visual tokens. Thus the feature vector for an image varies with
different concepts. Finally, we implement image annotation and retrieval
under a discriminative learning framework of Bayesian classifiers, Max-
Min posterior Pseudo-probabilities (MMP). The proposed method were
evaluated on the popular Corel-5K database. The experimental results
with comparisons to state-of-the-art show that our method is promising.

Keywords: Image annotation, Image retrieval, Visual vocabulary, Bag-
of-features, Max-Min posterior Pseudo-probabilities (MMP).

1 Introduction

Many users of image retrieval systems prefer keyword query to visual query.
Therefore, with the rapid growth of the number of available images, it becomes
more and more important to automatically annotate images with keywords. An
increasing interest in solving this problem of automatic image annotation (ATA)
has been shown in recent literature. The AIA problem can be described as the
one of associating the image descriptor with its concepts. The direct descriptor
of an image is the visual features from it. Recently, the researchers also try to
explore indirect textural cues, such as the text around the image in the web
page, to supplement the visual features [17].

This paper investigates the problem of determining the concepts of an im-
age according to localized visual features from it. A corresponding ATA method
is proposed based on a novel concept-specific image representation schema and
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a discriminative learning framework of Bayesian classifier, Max-Min posterior
Pseudo-probabilities (MMP) [12]. Firstly, a concept-specific visual vocabulary is
generated for each concept by assuming that localized features from the images
with this concept are of the distribution of Gaussian Mixture Model (GMM).
The GMM for each concept is learned from the training images with this con-
cept by using the Expectation-Maximization (EM) algorithm with the Minimum
Description Length criterion (MDL). Each component in the GMM is taken as
a visual token of this concept. Secondly, the Concept-specific Visual Tokens
(CVTs) of all the concepts are clustered to obtain a universal visual vocabu-
lary. The correspondences between concept-specific and universal visual tokens
are recorded. Thirdly, an image is represented through the cooperation between
concept-specific and universal visual vocabularies. In fact, the posterior prob-
abilities of being Universal Visual Tokens (UVTSs) for localized features in the
image are computed. Then the average posterior probability is calculated for
each UVT and assigned to the corresponding CVT. This probability can be
seen as the possibility of a CVT occurring in the image. Therefore, the average
posterior probabilities for all the CVTs of each concept are arranged orderly to
represent the image. It means that the feature vector for an image varies with
different concepts. Finally, feature vectors extracted from images with a specific
concept are also assumed to be of the distribution of GMM. By embedding this
GMM into the discriminative learning framework of MMP, we get our image
annotation and retrieval algorithm and evaluate it on the Corel-5K database. In
the experiments, the localized feature of the image is obtained by partitioning
an image into fix-sited rectangular blocks and extract Discrete Cosine Transform
(DCT) features in YBR color space from each block. The performance compari-
son between our method and other state-of-the-art counterparts shows that the
proposed method is promising. The main contributions of this work are:

(1) A novel image representation is realized for ATA through the cooperation
between concept-specific and universal visual vocabularies. This image represen-
tation brings the advantages of more tolerance to background clutter, free of
dimensionality reduction, and flexibility to the change of concept set. The last
advantage seems useful for real applications where the number of concepts is not
easy to be preset beforehand.

(2) A new discriminative learning framework of Bayesian classifier, Max-Min
posterior Pseudo-probabilities (MMP), is tailored to tackle the AIA problem.
Because the dimensionality of the feature vectors of an image varies with dif-
ferent concepts, the corresponding statistical models of the concepts learned by
traditional generative learning methods such as EM algorithm are not appro-
priate for image classification. As a discriminative learning approach, MMP is a
suitable solution to this problem.

The rest of this paper is organized as follows. Section 2 reviews the related work
of ATA based on statistical modeling and learning of concepts. Section 3 presents
the generation method of concept-specific and universal visual vocabularies. The
cooperative image representation strategy and subsequent image annotation by
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MMP is put forward in Section 4. Section 5 discusses the experimental results
on Corel-5K database. We conclude the paper in Section 6.

2 Related Work

Many ATA algorithms have been developed based on statistical modeling and
learning of concepts. Bayes theory is the basis of these algorithms, where the
posterior probabilities of being keywords for images are used as annotation con-
fidence but mostly reflected by joint probabilities of keywords and images or
class-conditional probabilities of images given keywords. An image is usually a
combination of several concepts. The regional features of an image should be
expressed to realize multi-label annotation for images with multiple concepts.
This task can be implemented by segmenting an image into regions or parti-
tioning it into blocks (also called grids). Based on the localized features from
segmented regions or partitioned blocks, we can directly associate the regions
with concepts, or holistically classify the image according to combined regional
features. Many statistical models have been explored in AIA algorithms with seg-
mentation or partition strategy, including the translation model [5], Cross-Media
Relevance Model (CMRM) [§], Continuous-space Relevance Model (CRM) [10],
Coherent Language Model (CLM) [9], CORRespondence Latent Dirichlet DI-
location (CORR-LDA) [I], Hidden Concept Model [19], GMM [2], probabilistic
latent semantic analysis [13], Bayes method [2], HMM [I1]], Bayes Point Machines
(BPM) [3], etc.

Visual tokens based image representation was used behind some of ATA meth-
ods mentioned above, such as translation model, CMRM, CLM, etc. In these
methods, image regions are clustered to obtain the basic elements for repre-
senting images. These basic elements are called blob-token, visual term, visual
word, or visual token. In the field of object categorization which is closely re-
lated to ATA, visual tokens based image representation has also recently become
a hot topic. However, most of visual token based image representation methods
construct visual vocabulary by unsupervised manner, without taking class in-
formation into account. Recently, statistical modeling of visual tokens has been
advised to improve its effectiveness for image classification [GIISIT5]. The rela-
tion between local features and visual tokens can be described more accurately
and reliably through statistical modeling of visual tokens. Furthermore, a local
feature is allowed to be softly mapped to multiple visual tokens in this way, so
the aliasing effects can be reduced.

3 Visual Vocabularies Generation

This section describes our method of generating concept-specific visual tokens
(CVTs) and universal visual tokens (UVTs) from localized features. As illus-
trated in Fig. 1, we firstly generate CVTs of each concept according to localized
features which are extracted from images with this concept, and then perform
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Fig. 1. The flowchart of concept-specific and universal visual vocabularies generation

the clustering on CVTs from all the concepts to obtain UVTs. The correspon-
dences between CVTs and UVTs are recorded for subsequent use in the image
representation.

3.1 Concept-Specific Visual Vocabularies Generation

In order to generate CVTs, it is assumed that the distribution of localized fea-
tures extracted from images with a specific concept is a GMM. Let x be a local-
ized feature, K; be the number of components in the GMM for the i-th concept,
© be the parameter set of the GMM for the i-th concept, which includes the
weights wk|£(:i17 the means uk|£(:i17 and the covariance matrices Z’k\kK:il. Then

we have
K;

p(x10) = 3" wi N (xlpy, Z), (1)
k=1

where

N (x]pey; Xk

2

= (2m)7 % | Z| 2 exp (_;(X_P’k)lzkl(x_“k)>' .
The covariance matrix X'y is considered as a diagonal matrix for simplicity.

The parameter set © of the GMM is estimated by Expectation-Maximization
algorithm [4] with maximum likelihood setting, which is implemented using
Torch machine learning library L in this paper. The component number of the
GMM K; is determined by the Minimum Description Length (MDL) principle
[7. After the GMM for a concept is learned from the data by MDL-EM algo-
rithm, each Gaussian component in the GMM is regarded as a CVT. All the
Gaussian components constitute a set of CVTs for this semantic concept. Let
Tj be the j-th CVT of the i-th CVT, then the set of CVTs for the concept is

denoted as {T7},T3,--- ,Tj }.

! Torch Machine Learning Library. Available: http: //www.torch.ch
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3.2 Universal Visual Vocabulary Generation

After the CVTs of all the concepts are generated, the k-means clustering algo-
rithm is performed on mean vectors of the GMMs for all the CVTs to combine
similar CVTs. Each resultant cluster corresponds to a universal visual token
(UVT), which is composed of one or several CVTs. We get local features cor-
responding with CVTs in each cluster and then compute the mean vector and
covariance matrix of these local features to form a UVT. Let T; be the i-th UVT,
K be the number of UVTs, then the set of UVTs is {T4,Ts, - , Tk}

The correspondences between UVTs and CVTs are recorded, which will be
used in subsequent image representation procedure. Fig. 2 illustrates the corre-
spondences between UVTs and CVTs.

UVTs
NN N NN A
T T, T, T T Ty
N NTA ANV ANAN N NN
T" le TI\l" le Tf TI\IL ...... Tl\ Tg“ T/&V
CVTs of Concept 1 CVTs of Concept 2 CVTs of Concept N

Fig. 2. Illustration of correspondences between CVTs and UVTs

4 Image Representation, Annotation and Retrieval

This section explains how to represent images through the cooperation be-
tween class-specific and universal visual vocabularies. Then the image anno-
tation method by applying the proposed image representation scheme under
GMM-MMP classification framework is described.

4.1 Cooperative Image Representation

An image is represented as a soft histogram over CVTs of each concept. The
value in each bin of the histogram represents the possibility of a CVT occurring
in the image, but it is measured according to the set of UVTs. Actually, the
posterior probabilities of being each UVT for localized features in the image
are computed using Bayes formula. Then the average posterior probability is
calculated for each UVT as the measure of its occurrence possibility and assigned
to the corresponding CVTs which are classified into the cluster represented by
this UVT. Finally, the average probabilities for all the CVTs of a concept is
arranged orderly to obtain concept-specific feature vector of the image. It means
the feature vector of the image varies with different concepts. The flowchart of
our image representation strategy described above is shown in Fig. 3, where
the average posterior probability for a UVT and its corresponding CVTs are
displayed in a same color.



ATA with Cooperation of Concept-Specific and Universal Visual Vocabularies 267

=

K Image representation

E 0.56 o 0.12 of concept 1
51 P =D =
1 L 081 e 003
. Average posterior
Image and Posterior probabilities for UVTs

Localized features probabilities
Image representation

of concept N

Fig. 3. Flowchart of image representation for different concepts

The details of our image representation scheme are given as follows. Firstly,
since the distribution of a UVT T; is a Gaussian model, the class-conditional
probability of a localized feature x give T; is computed as

p(x|T) = N (x|p;, Xi), 3)

According to Bayes formula and the assumption of the same P(T;) for all the
UVTs, the posterior probability of being T; for x is obtained as
P(x|T;)
P(Tilx) = _x : (4)
> k1 P(x[Th)

The assignment of average posterior probabilities for UVTs to corresponding
CVTs is illustrated in Fig. 3, where the red and blue columns represent the av-
erage posterior probabilities for CVTs of these two concepts and assigned from
different UVTs, respectively. While the yellow columns represent the average
posterior probabilities for CVTs of these two concepts but assigned from a com-
mon UVT.

The concept-specific image representation described above is more compact
and more discriminative than traditional histograms over universal visual vo-
cabulary. In traditional histograms over universal visual vocabulary, localized
features of an image are mapped to thousands of the UVTs. It leads to a sparse
representation. Oppositely, we obtain a compact representation by only con-
sidering the CVTs related to a specific concept. The dimensionality of feature
vectors is reduced greatly. Furthermore, the occurrence possibilities of CVTs are
expected to be measured as high values for images with the corresponding con-
cept and measured as low values for images without corresponding concept. It
means that our concept-specific image representation could have better discrim-
inability than traditional histograms over universal visual vocabulary.

4.2 GMM-MMP Based Image Annotation and Retrieval

MMP is a new kind of discriminative learning approach for Bayesian classifiers.
In the following, we briefly introduce the MMP algorithm designed for image
annotation and retrieval. The reader is referred to our paper for more details of
MMP [12].
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4.2.1 Image Annotation and Retrieval by Posterior
Pseudo-probabilities

Let X be a concept-specific feature vector of a concept C, which is extracted

from an arbitrary image. Let p(X“|C) be the class-conditional probability den-

sity function. Then the posterior pseudo-probability of being C for X¢ is com-

puted as

F(p(XYNC)) =1 — exp(=Ap! (X9 C)), ®)

where )\, t are positive numbers. Consequently, f(p(X¢|C)) is a smooth, mono-
tonically increasing function of p(X|C), and f(0) = 0 and f(+o00) = 1. The
form of class-conditional probability density function p(X¢|C) in Eq. 5 should
be provided for using posterior pseudo-probabilities based classifers, which is
also assumed to be the GMM with diagonal covariance matrix in this paper.

Given an input image, we compute the posterior pseudo-probability for each
concept according to Eq. 5. Then the image is annotated through ranking con-
cepts in descending order of their posterior pseudo-probabilities. The correspond-
ing semantic retrieval is realized by ranking images for query concept. Given a
query concept, we retrieval the images by ranking the images in descending or-
der of the posterior pseudo-probabilities for this concept and each image in the
database, which have been computed in the image annotation stage.

4.2.2 MMP Training

There are unknown parameters in Eq. 5, including \, ¢, and those in p(X¢|C). A
method called Max-Min posterior Pseudo-probabilities (MMP) is used to learn
these parameters. The main idea behind MMP learning is to optimize the clas-
sifier performance through maximizing posterior pseudo-probabilities towards 1
for each class and its positive samples, while minimizing those towards 0 for
each class and its negative samples. More formally, let f(X; A) be the posterior
pseudo-probability measure function of a class, where A denote the set of un-
known parameters in it. Let X; be the feature vector of arbitrary positive sample
of the concept, X; the feature vector of arbitrary negative sample of the con-
cept, m and n be the number of positive and negative samples of the concept,
respectively. According to the idea above of the MMP learning, the objective
function for estimating parameters is designed as

FR) = S Xah) - 112+ LS (KA

m £ °
=1 =1

F(A) = 0 means the perfect classification performance on_the training data.
Consequently, we can obtain the optimum parameter set A* of the posterior

pseudo-probability measure function by minimizing F(A):

A = argmin F(A). (7)
A

The gradient descent algorithm is employed to optimize the parameter set A~
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5 Experiments

The image annotation and retrieval experiments were conducted on the popular
Corel-5K database [5]. There are 5000 images from 50 Stock Photo CDs in this
database, and each CD contains 100 digital photos of the same topic. One to
five keywords are provided for each of these images. Following the commonly
used evaluation scheme on Corel-5K database [5], we used 4500 images as the
training set and the remaining 500 images as the test set. The total 371 semantic
concepts are involved in the database, but only 260 concepts coexist in both
of the training set and the test set. These 260 concepts are considered in the
experiments.

We obtain localized features by partitioning an image into fix-sized rectangu-
lar blocks and extract Discrete Cosine Transform (DCT) features in YBR color
space from each block. This localized feature extractor is similar with that used
by Carneiro et al. [2]. The size of rectangular blocks is set to be 8 x 8 through
experiments.

In the MMP training, the positive samples of each concept are images with the
concept, and other images are its negative samples. Before using MMP training
algorithm, we obtain the initial parameters by using the MDL-EM algorithm
described in Section 3 on positive samples to get the parameters in the GMM,
and set A and ¢ through experiments. The initial parameters are then revised
by performing MMP training on all the samples including positive samples and
negative samples. For the MDL based model selection of the GMM, we evaluate
the component numbers from 20 to 300 at intervals of 10 for concept-specific
visual vocabularies, and the component numbers from 1 to 20 for concepts. The
resultant component numbers for concept-specific visual vocabularies vary from
20 to 280, while those for concepts are 6 to 15. As for the number of universal
visual tokens, we set it to 3000 through careful experiments.

In order to compare our method with other related work on Corel-5K
database, we annotate the images with top-five concepts. Then the image an-
notation performance is evaluated by the mean recall rate and precision rate,
as well as the number of concepts with nonzero recall rate. And the subsequent
image retrieval performance is evaluated by the mean average precision (MAP)
[2]. Fig. 4 and Fig. 5 show the effectiveness of our image retrieval and anno-
tation algorithm through some example. In Fig. 4, the concepts automatically
annotated by the proposed method are compared with the ground-truth of hu-
man annotation for the test set. In Fig. 5, top-5 images retrieved for some query
concepts are displayed from left to right.

The performance of our image annotation algorithm is compared with those
recently reported on the Corel-5K database, including the co-occurrence model
[14], the translation model [5], the continuous-space relevance model [TO/T6],
the multiple-Bernoulli relevance model (MBRM) [16], and supervised multiclass
labeling model (SML)[2]. We further compare our retrieval results with those
from SML and MBRM. The comparison result of image annotation and retrieval
is listed in Table 1-2, respectively. As shown in Table 1, our proposed algorithm
achieves 26.8% recall rate and 23.5% precision rate, which are comparable to
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Images
. bengal, cat, forest, . filed, foals, horses,
Truth jet, plane, sky, smoke frost, frozen, ice
tiger mare
Our smoke, plane, jet, tiger, cat, bengal, crystals, frost, frozen, horses, mare,
Results formation, sand forest, river ice, sculpture porcupine, foals, field
Images
people, pool, locomotive, railroad, cars, formula, tracks,
Truth . bear, polar, snow
swimmers, water smoke, train wall
Our swimmers, pool, train, railroad,smoke, bear, polar, snow, formula, car, tracks,
Results people, water, boats locomotive,monastery herd, bush wall, street

Fig. 4. Comparison of the annotations by the proposed algorithm with the ground-truth

Fig. 5. Each row shows the top five retrieved images for a semantic concept. From top
to bottom: water, flower, horses, and cars.

the previous best results achieved by SML and MBRM, and outperform others
in both recall rate and precision rate. The number of recalled concepts is 137,
which is the same as the previous best one reported by SML. As shown in
Table 2, our mean average precision over the total 260 concepts is a little worse
than those from SML and MBRM, while the result over concepts with nonzero
recall rate is in the middle of those from SML and MBRM. It should be noted
that the dense sampling features are adopted in SML. Compared overlapping
blocks used there, the number of non-overlapping blocks in this work is much
smaller. We expect to further show the advantages of our method by analyzing its
efficiency and effectiveness according to more experiments on localized features
from dense sampling in the future.
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Table 1. Comparison of Automatic Annotation on Corel-5K

Methods Co-occurrence Translation CRM MBRM SML Our

F#concepts with recall > 0 19 49 107 122 137 137
Results on all 260 words

Mean Per-concept Recall Rate 0.02 0.04 0.19 0.25 0.29 0.268

Mean Per-concept Precision Rate 0.03 0.06 0.16 0.24 0.23 0.235

Table 2. Comparison of Semantic Retrieval on Corel-5K

Mean Average Precision for Corel-5K
Methods All 260 Concepts Concepts with Recall>0

Ours 0.286 0.475
MBRM 0.30 0.35
SML 0.31 0.49

6 Conclusions

In this paper, a novel image annotation method has been proposed through repre-
senting images based on the cooperation between concept-specific and universal
visual vocabulary. The main feature of the proposed method is that the image
representation is defined on concept level, instead of on universal level. And the
feature vector of the image varies with different concepts. For each concept, the
posterior probabilities for concept-specific visual tokens and localized features
in the image are measured according to the universal visual vocabulary. They
are arranged orderly to represent the image. The advantages of this representa-
tion strategy are summarized as follows: 1) The image is represented with only
concept-specific information to obtain more robustness to background clutter;
2) The dimensionality of feature vector of the image is small. So it is unneces-
sary to perform dimensionality reduction which risks the loss of discriminative
information; 3) Clustering is performed on the concept-specific visual tokens,
instead of on the huge set of localized features. Thus the visual token generation
is more flexible to the change of concept sets. This feature seems useful for real
applications where the number of concepts is not easy to be preset beforehand.

By embedding our image representation scheme into a new discriminative
learning framework of Bayesian classifiers, Max-Min posterior Pseudo-
probabilities (MMP), we get the corresponding image annotation and retrieval
algorithm which achieved the comparable performance to the previous best
methods on the Corel-5K database.

Our future work includes: 1) More sophisticated localized features such as
dense sampling features will be considered to improve the effectiveness of the
proposed method; 2) The proposed method will be evaluated on other more
complicated databases, such as Corel-30K, PSU, etc.
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